Power management system for a fuel cell/battery hybrid vehicle incorporating fuel cell and battery degradation
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ABSTRACT

Optimization of fuel cell/battery hybrid vehicle systems has primarily focused on reducing fuel consumption. However, it is also necessary to focus on fuel cell and battery durability as inadequate lifespan is still a major barrier to the commercialization of fuel cell vehicles. Here, we introduce a power management strategy which concurrently accounts for fuel consumption as well as fuel cell and battery degradation. Fuel cell degradation is quantified using a simplified electrochemical model which provides an analytical solution for the decay of the electrochemical surface area (ECSA) in the fuel cell by accounting for the performance loss due to transient power load, start/stop cycles, idling and high power load. The results show that the performance loss based on remaining ECSA matches well with test data in the literature. A validated empirical model is used to relate Lithium-ion battery capacity decay to C-rate. Simulations are then conducted using a typical bus drive cycle to optimize the fuel cell/battery hybrid system. We demonstrate that including these degradation models in the objective function can effectively extend the lifetime of the fuel cell at the expense of higher battery capacity decay resulting in a lower average running cost over the lifetime of the vehicle.

Introduction

Electric vehicles powered by lithium-ion batteries have been gaining ground over conventional Internal Combustion (IC) Engine vehicles in recent years as a viable solution to combat global warming caused by excessive use of fossil fuels. Despite promising progress, the lithium-ion battery continues to present concerns regarding its durability, recharging time and especially driving range as compared to IC engines [1,2]. On the other hand, fuel cell vehicles operating on hydrogen have the advantage of refueling time and driving range comparable to fossil fuel vehicles [3]. As a result, major automakers are now competing to release fuel cell vehicles on the market. Most of these vehicles are equipped with a relatively large load-following fuel cell stack coupled with a small battery. For example, the Toyota Mirai is equipped with a 113 kW fuel cell stack and a 1.6 kWh Nickel-metal hydride battery pack [4].
These powertrain configurations are intended to let the fuel cell stack provide the majority of the power demand and use the battery merely as a buffering device for high transient power demand. Different power management strategies usually result in different load cycles which could significantly affect the lifetime of the fuel cell stack. It is thus important to understand the degradation mechanisms of the fuel cell stack and improve its durability by accounting for those mechanisms into the power management system.

The Center for Fuel Cell and Batteries at the University of Delaware has been conducting a Fuel Cell Hybrid Bus Program since 2005 to research, build and demonstrate fuel cell powered buses and hydrogen refueling station in Newark, Delaware [5]. While equipped with a sophisticated powertrain, most fuel cell hybrid vehicles use a rule-based power management strategy due to its simplicity and ease of implementation [6,7]. Similarly, our buses use a rule-based power management strategy which is designed to turn on the fuel cell at its optimal efficiency point to meet the predicted energy requirement during a specific drive cycle. This approach was validated with the UD fuel cell buses on campus to provide better fuel economy [8]. The parameters used in this paper are based on drive cycle data collected from our latest bus equipped with a 58 kW fuel cell stack (three Ballard Mark 9 SSL fuel cell stacks, each rated at 19.4 kW) and a 25 kWh lithium-ion battery (XALT 75 Ah High Power (HP) Superior Lithium Ion Cell). The fuel cell system consists of the fuel cell stack, hydrogen tank, air compressor and cooling system. The stack is connected in parallel with the battery system through a boost converter to match the high voltage of the battery which powers an AC induction motor through an inverter. The powertrain of the bus is shown in Fig. 1.

The power management strategy introduced in this paper includes a physical degradation model of the electrochemically active surface area (ECSA) of the fuel cell, as well as a model for battery capacity decay. To the best knowledge of the authors, this is the first time that a physical model of ECSA degradation is directly integrated into the power management strategy to improve the durability of the fuel cell stack and hence improve the commercial viability of fuel cell vehicles. This framework can allow for the inclusion of other fuel cell degradation mechanisms as and when such physical degradation models become available. This ultimately enables control designs that intelligently avoid adverse operating conditions and improve the lifetime of fuel cell stacks.

This paper is organized as follows. The degradation mechanisms of the fuel cell stack and lithium-ion battery are introduced in the next section. This is followed by a detailed description of the numerical models and validation of the performance drop caused by ECSA decay, and the resulting polarization curve of the fuel cell stack. A model for the battery capacity fade is then introduced and coupled with the fuel cell degradation model into the final cost function for optimal control. The results from the simulations are discussed next, and we summarize our main findings in the conclusion section.

### Degradation of the fuel cell and battery

Fuel cell degradation is a complex process that consists of many different mechanisms ranging from electrochemical to mechanical degradation [9–12]. Among them, catalyst degradation contributes significantly to fuel cell performance loss over time [13]. Specifically, the loss of ECSA within the catalyst layer structure strongly affects fuel cell performance [14–16]. Experimental data in Ref. [17] showed that the kinetic performance losses can be attributed to the loss of ECSA over time. Two operating conditions principally contribute to ECSA loss. The first is high potential under which the Platinum(Pt) catalyst nanoparticles undergo high dissolution rates followed by redeposition and particle agglomeration [18–21]. The other is reactant starvation [22] which often occurs during the startup/shutdown process and transient power loading when the reactant supply is insufficient [23–25]. This causes high overpotential which accelerates the corrosion of the carbon support of Pt particles. Both effects cause small Pt particles to agglomerate due to their higher free energy and thus reduce the ECSA and hence the performance. High current density can also accelerate Pt particle agglomeration [26] and thus speed up ECSA decay. ECSA decay directly increases the activation loss of the fuel cell. It can also increase mass transfer loss mainly due to the increased oxygen transfer resistance caused by smaller reaction sites [27]. The high oxygen transport resistance is usually measured using the limiting current method [28] and is often associated with low Pt-loading fuel cells [29–31]. It was shown in Ref. [27] that performance loss associated with the increase of oxygen transfer resistance caused by ECSA loss is twice the activation loss under high current density (1.7 $A/cm^2$).

Due to the complexity of the degradation mechanisms mentioned above, most degradation models developed for transient applications are empirical. Theoretical models are usually developed to explain laboratory results for a specific degradation mechanism [11]. For example, a chemical membrane degradation model coupled with cell performance was developed [32] to simulate voltage degradation which showed good agreement with the experimental data under open circuit voltage (OCV) hold. Reference [33] modeled the degradation of the fuel cell by fitting parameters to the polarization curve obtained from experiments. Reference [34] built a lifetime model of the fuel cell stack based on the characteristics
of the current and voltage profiles for different operating cycles. References [35,36] performed a set of experiments to isolate the performance decay caused by transient operating conditions for a bus application and separated their corresponding contributions to the performance decay of the fuel cell stack. Finally [37], coupled a degradation model of membrane conductivity using a static degradation library with a physical fuel cell model that solves for the local potential, reactant concentration and pressure in the channel, etc. to study the lifetime of the fuel cell stack under a repeated drive cycle. They showed a lifetime exceeding 6555 h for a pure fuel cell vehicle. However, this framework might not be suitable for power management studies due to the extreme computational burden of considering so many physical states in the fuel cell model.

In this paper, we focus on one of the main degradation mechanisms of fuel cells, which is the degradation of the Pt catalyst. Among the theoretical models concerning ECSA loss caused by Pt degradation [38], developed a comprehensive ECSA decay model based on platinum dissolution under different potential holds and the results agree well with the experimental data from Refs. [18–20]. This model is particularly useful because it gives the ECSA decay rate under different high potentials which corresponds to the performance decay data under idling conditions from Ref. [35]. This means we can effectively convert other degradation mechanisms typically found in transient load cycles into ECSA decay and calculate the detailed reduction in stack performance over its lifetime. This results in a more dynamic and accurate representation of the degradation of the fuel cell stack throughout its lifetime.

The literature contains many efforts to improve the fuel economy and durability of fuel cell/battery hybrid vehicles. For example, references [39,40] conducted a parametric study by considering transient power demand on the fuel cell stack using convex optimization. Both studies show that the resulting power demand on the fuel cell stack still suffers from rapid fluctuation due to a lack of hard constraints on the transient power variation. Reference [41] employed a Pontryagin Minimum Principle (PMP) based optimization procedure to prolong fuel cell lifetime by including transient power load in the controller based on the lifetime model derived from Ref. [35]. Reference [42] studied the cost and greenhouse gas emission over the lifetime of the fuel cell stack in passenger cars subjected to real-world drive cycles, and concluded that fuel cell vehicles are becoming more viable. The voltage degradation rate reported in Ref. [36] was used to model the fuel cell degradation in Ref. [42]. The same fuel cell performance decay model and battery capacity fade model used in this paper were used directly in Ref. [43] to convert degradation cost to equivalent hydrogen consumption cost which was then included in energy management optimization to reduce life cycle cost. A recent paper [44] also tried to improve fuel cell lifetime by including degradation terms associated with high and low power levels, transient power, and start/stop cycles in the controller. These factors were provided by the manufacturer and the results showed that the lone startup/shutdown during the entire cycle dominates degradation. All these models tend to incorporate degradation mechanisms based solely on empirical data, or specific models which might not translate well to alternate system configurations. The model developed in this paper bridges this gap and converts empirical models into corresponding physical degradation models that could be applied to any system configuration.

Models concerning the degradation of lithium-ion batteries range from first principle simulations [45] which account for the solid electrolyte interphase (SEI) growth and resulting capacity loss, to empirical data-fitting [46] which represents capacity fade as a function of C-rate. The determining factor for battery capacity decay is still the Ah throughput which is used in this paper to implement the aging model from Ref. [46].

### Simulation model

This section describes the degradation models used in this study and the formulation of the optimization strategy.

#### Fuel cell degradation model based on ECSA loss

The ECSA decay and its deleterious effects on the polarization curve are modeled in this section.

**ECSA degradation model**

ECSA degradation is based on the platinum dissolution model provided by Ref. [38] in which the full set of electrochemical equations was simplified to a single continuity equation:

\[
\frac{\partial f(\xi, r)}{\partial t} + \xi \exp(\xi) \frac{\partial f(\xi, r)}{\partial \xi} = -\xi^2 \exp(\xi) f(\xi, r)
\]  

(1)

where \(f(\xi, r)\) is the platinum particle radius distribution (PRD) function, and \(\xi\) and \(r\) are nondimensional variables:

\[
r = \frac{t}{T_0}\text{ and } \xi = \frac{R_0}{r}
\]  

(2)

in which the characteristic time and radius are defined by:

\[
T_0 = \frac{2\beta_1 \gamma_{Pt}}{RTk_{Pt}^0} \text{ and } R_0 = \frac{2\beta_1 \gamma_{Pt} \nabla_{Pt}}{RT}
\]  

(3)

Here, the transfer coefficient \(\beta_1\) and surface tension \(\gamma_{Pt}\) are combined to represent the effective surface tension parameter \(k_{Pt}^0\) is the effective bulk rate constant for Pt–O dissolution and \(\gamma_{Pt}\) is the molar volume of Pt (9.1 \times 10^{-6} m^3/mol).

The values of effective surface tension \(\beta_1 \gamma_{Pt}\) and \(k_{Pt}^0\) were derived from curve-fitting the ECSA degradation model with in situ test results of ECSA change under constant potential hold at 0.75 V and 0.95 V in Ref. [18]. These authors also confirmed that the predicted effective surface tension ratio from their model was comparable to the experimental ratio for friction coefficients at 0.75–0.95 V from Ref. [47], which indicated that the coefficient of friction was indeed proportional to the surface tension as suggested in Ref. [47]. Since [47] also showed that the coefficient of friction was proportional to the potential between 0.7 and 0.95 V, we assumed that the effective surface tension should also be linearly related to the potential. Thus, the values of \(\beta_1 \gamma_{Pt}\) in Ref. [38] are linearly extrapolated to estimate the values of \(\beta_1 \gamma_{Pt}\) between 0.7 and 0.95 V.
The Pt dissolution rate \( k_{Pt}^{\infty} \) was also empirically modeled [38] as:

\[
k_{Pt}^{\infty} = k_{Pt} = \lambda \theta_{PtO} \exp \left( \frac{\mu \theta_{PtO}}{RT} \right)
\]

where \( \lambda \) is a parameter collecting all the potential-independent factors, \( \mu \) is the interaction energy (\( \mu = 24 \text{ kJ/mol} \)), \( \theta_{PtO} \) is the PtO coverage in percentage which is estimated to be 0.4 at 0.75 V and 1 above 0.95 V. Parameter \( \theta_{PtO} \) is also shown to be linearly proportional to potential between 0.6 and 1.2 V in Ref. [48]. Thus, the value of \( \theta_{PtO} \) is also extrapolated between 0.7 and 0.95 V based on the values at 0.75 V and 0.95 V in Ref. [38]. Parameter \( \theta_{PtO} \) is assumed to be 0 below 0.7 V.

The governing equation Eq. (1) can be solved implicitly in terms of two equations [38]:

\[
f(t, \tau) = f_0(\xi_0) \exp(- (\xi - \xi_0))
\]

and

\[
-\frac{\exp(-\xi)}{\xi} + \text{Ei}(1, \xi) = -\frac{\exp(-\xi_0)}{\xi_0} + \text{Ei}(1, \xi_0)
\]

where \( \xi_0 \) is a parametric variable and \( f_0(\xi_0) \) is the initial particle radius distribution parametrized by \( \xi_0 \). \( \text{Ei}(1, \xi_0) \) is the exponential integral function of \( \xi_0 \). The ECSA change over the lifetime of the fuel cell can then be calculated by solving Eqs. (5) and (6).

Based on the assumption that the effective surface tension term \( \bar{\mu}_T \gamma_n \) and platinum surface coverage \( \bar{\rho}_{PtO} \) are linearly dependent on potential between 0.7 and 0.95 V, \( \bar{\mu}_T \gamma_n \) and \( k_{Pt}^{\infty} \) are interpolated based on the fitted values provided by Ref. [38]. The ECSA decay under different potentials is calculated and shown in Fig. 2a. Not surprisingly, the ECSA under low potential of 0.7 V only drops by 50% after 5000 h, which is the average lifetime observed in most of the previous studies relating to automotive fuel cells [49]. For high potential hold of 1 V, the ECSA drops rapidly by about 90% after just 2000 h. This shows that the operating potential has a significant effect on the ECSA decay rate. The ECSA decay rate is then extracted from the degradation model as shown in Fig. 2b. It is assumed that the ECSA decay rate is only a function of potential. This can be justified by assuming that the fuel cell operates under relatively stable power levels most of the time, whereas the electrochemical process is much faster (usually in the sub-second domain). Also, the ECSA decay rate derived here is only for low power or idling operating conditions which usually does not involve much power fluctuation. Therefore, we can assume that the Pt dissolution process reaches a stable equilibrium at any given time, and thus the ECSA decay rate is only a function of fuel cell voltage.

The real-time fuel cell power can change fairly quickly for a given drive cycle. Solving the implicit equations in Eq. (1) and corresponding ECSA decay rate at every single timestep would be very time-consuming to implement in an optimization strategy. To address this challenge, a pseudo load profile was simulated to determine whether it is reasonable to substitute the weighted average of the final PRD under different potentials for the actual final PRD after a certain time period of the drive cycle. The chosen profile is 550 h long during which the fuel cell operates under different potentials from 0.7 V to 0.95 V for various time periods. Given the same initial PRD, the final PRD is calculated either by directly solving Eq. (1) at each timestep, or by computing the weighted average of the final PRD function under different potentials based on the cumulative duration of fuel cell operation under each potential. The simulation results show that the final PRD function shows a noticeable difference in the standard deviation (0.209 from step-by-step calculation vs. 0.268 from time averaging), the mean values are very close (1.68 nm vs 1.67 nm). The corresponding ECSA decay rates are almost identical for potentials higher than 0.85 V and show a relative error of less than 10% from 0.7 to 0.85 V. We conclude that time-averaging the PRD function gives a fairly good approximation of the actual evolution of the PRD function, and the corresponding ECSA decay rate is close enough to deliver similar results for the decayed ECSA. Thus, in the long-term simulations performed in this paper, the new PRD function is calculated using the time-averaged approach over each time interval. The corresponding ECSA decay rates for different potentials are calculated, and then used to get the total ECSA decay for each time interval. This procedure is repeated until the ECSA drops below the threshold.

After calculating the ECSA decay rate under constant potential hold, the effects of transient power demand, startup/shutdown cycles, and high power load are introduced into the
fuel cell degradation model. The relative degradation effects of different conditions were studied in Ref. [35] which provides the following lifetime model for the fuel cell:

\[
T_f = \frac{\Delta P}{k_p(n_1 + P_2n_2 + P_3t_1 + P_4t_2)}
\]

(7)

where \(\Delta P\) is the maximum allowable performance decay (10%), and \(k_p\) is an accelerating factor that accounts for the difference in performance decay rate between the laboratory and real world drive cycles which is set to 1.72 in Ref. [35]. Parameters \(P_1\), \(P_2\), \(P_3\) and \(P_4\) are performance decay rates measured in the laboratory due to transient load changes, start-stop cycling, idling, and high power loading, respectively; \(n_1\) is the number of transient load changes per hour of the drive cycle, \(n_2\) is the number of start/stop cycles per hour of the drive cycle, and \(t_1\) and \(t_2\) are the fractions of the drive cycle spent in idling, and high power loading, respectively.

Our first objective here is to convert all the performance decay rates (\(P_1\) to \(P_4\)) to their equivalent ECSA decay rates. Knowing the ECSA decay rate for each of the four degradation mechanisms will allow us to create a composite performance decay rate for our real-world driving schedule as opposed to the prescribed laboratory cycles employed by Ref. [35]. Of the four performance decay rates listed in Eq. (7), we will first address the performance decay rate \(P_3\) [%/hour] due to idling which is associated with a high potential hold [35]; provides the value of \(P_3\) under a potential hold of 0.9 V. \(P_3\) can be directly correlated to an equivalent ECSA decay rate [1/hour] at 0.9 V using the ECSA decay model presented in Section Fuel cell degradation model based on ECSA loss. The method is further discussed and justified in Section Validation.

Before we continue, we would like to point out that the models employed in this study were gathered from a number of other studies cited above. The differences in experimental setups between the cited studies, such as flow field design and membrane electrode assembly (MEA) design, might affect the accuracy of the model especially considering that lifetime modeling relies heavily on empirical approaches. As mentioned above, we are linking the ECSA decay rate under open circuit voltage (OCV) hold (or high potential hold that is close to OCV) from Ref. [38] to the voltage drop rate measured under idling condition (close to zero current) from Ref. [35]. These two operating conditions are very similar, and they would be similar for any experimental setups under OCV hold or idling condition. Flow field design would not affect the ECSA decay rate under such conditions because the corresponding mass flux would be too small to be mass transport limited. The MEA design (membrane used, diffusion media thickness and composition, etc.) might affect the degradation of the stack. However, we had determined that the catalyst layer degradation is the major cause of performance decay based on our literature review in Section Degradation of the fuel cell and battery and thus we focused on catalyst layer degradation, i.e. ECSA decay, in our fuel cell degradation model. Hence, we would argue that the MEA design would not change the simulation results.

As a side note, by using the voltage drop rate under different operation conditions and the empirical acceleration factor \(k_p\) from Ref. [35], the end effects of other non-major degradation mechanisms can be considered to be already included in the resulting degradation in our model. Another concern might be that the relative voltage drop rates from Ref. [35] under different operation modes could be different for different fuel cell stacks. We are unable to confirm the fuel cell stack design from Ref. [35] and thus we assumed that the relative voltage drop rates would be similar across different stacks as a first attempt to justify the models used in this paper.

Next, we consider the performance decay rate \(P_4\) under high power load which is denoted as the power when the cell voltage drops below 0.7 V as in Ref. [35]. As will be shown below in Section Effects of ECSA decay on the polarization curve, there is a roughly linear relationship between performance and remaining ECSA. Therefore, it is reasonable to assume that the ECSA decay under high power scales with the ECSA decay under idling according to the ratio \(P_4/P_1\) which is obtained from Ref. [35]. Similarly, the ECSA decay rate due to transient power load change [1/\(\Delta kW\)] is calculated by multiplying the ECSA decay rate at 0.9 V by the ratio \(P_4/P_1\) which is also obtained from Ref. [35]. It should be noted that the power load fluctuation in Ref. [35] consisted of ramping the fuel cell power up to 60 kW and then dropping back down to idle power. Therefore, the value of \(P_4\) [%/\(\Delta kW\)] used here was obtained from its original value in the paper [%/load cycle] by dividing by 120 kW.

Finally, we examine the performance decay rate \(P_2\) due to start/stop cycles which has some associated inconsistencies in the literature. According to Ref. [44], the fuel cell loses 23.91 \(\mu V\) per start/stop cycle. The corresponding performance loss from Ref. [35] is 0.00196 [%/cycle], which is equivalent to a decay of 13.72 \(\mu V/cycle\) using 0.7 V as the cell voltage under regular operating conditions. These two values are of similar order of magnitude. However, it has been shown that momentary purging (3s in Ref. [50]) after shutdown can reduce the residual high potential in the fuel cell and effectively eliminate the degradation associated with shutdown [37,53]. Further experiments with purging performed by Ref. [35] showed a dramatic decrease in the performance decay rate from 0.00196 to 0.000234 [%/cycle], which is equivalent to 0.16 \(\mu V/cycle\). This is two orders of magnitude smaller than the 23.91 \(\mu V/cycle\) reported in Ref. [44]. Alternatively, it was suggested by Ref. [51] that the degradation cost of start/stop cycles can be represented by the time spent under high potential during start/stop cycling. Accordingly, we set the degradation due to start/stop cycles as equal to the ECSA decay for 3 s under a potential hold of 0.9 V.

At this point, we have converted the performance decay rates due to the four degradation mechanisms as measured under laboratory conditions to their equivalent ECSA decay rates. In the next section, we will use the ECSA decay rates to simulate the performance decay of our stack under real-world driving conditions.

Effect of ECSA decay on the polarization curve
The fuel cell potential is modeled by:

\[
E = E_r + E_{act} + E_{ohm} + E_{mass}
\]

(8)

where \(E_r\) is the standard-state reversible potential, \(E_{act}\) is the activation loss, \(E_{ohm}\) is the ohmic loss, and \(E_{mass}\) is the mass
transfer loss. The activation loss is calculated from the Tafel equation:

\[ E_{\text{act}} = \frac{RT}{\alpha n F} \ln \left( \frac{j}{j_0} \right) \]

(9)

where \(\alpha\) is the charge transfer coefficient which is set to 0.5, \(n\) is the number of electrons transferred during the reaction which is equal to 2, \(F\) is the Faraday constant, and \(j\) is the current density. The exchange current density \(j_0\) is given by Ref. [52]:

\[ j_0 = j_0^\text{ref} A_{\text{pt}} \left( \frac{P_i}{P_i^\text{ref}} \right) ^\gamma \exp \left[ - \frac{E_{\text{act}}}{RT} \left( 1 - \frac{T}{T_{\text{ref}}} \right) \right] \]

(10)

where \(j_0^\text{ref}\) is the reference exchange current density per unit catalyst surface area (A/cm²), \(A_{\text{pt}}\) is the effective catalyst surface area (m²/m³), \(P_i\) is the reactant partial pressure, \(\gamma\) is the pressure coefficient, and \(E_{\text{act}}\) is the activation energy for O₂ reduction on Pt. \(T\) is the temperature and \(T_{\text{ref}} = 298.15\text{K}\).

Under static operating conditions, all terms in Eq. (10) can be assumed to be constant and thus their absolute values are not relevant here. \(j_0\) is fitted to be 0.001164 A/cm² based on initial testing data of the fuel cell stack on our latest bus which is within the reported range from the literature [53]. Then it can be shown that \(j_0\) is proportional to \(A_{\text{pt}}\):

\[ j_0 \propto A_{\text{pt}} \]

(11)

The activation loss due to ECSA decay can be described as:

\[ E_{\text{act}} = -\frac{RT}{\alpha n F} \ln \left( \frac{j_{0}}{j_{0}^\text{ref}} \right) = -\frac{RT}{\alpha n F} \left( \ln \left( \frac{j}{j_0} \right) - \ln (\alpha p) \right) \]

(12)

where \(A_0^\text{ref}\) and \(A_p^\text{ref}\) denote the \(A_0^\text{ref}\) at the initial and current time. Parameter \(A_p^\text{ref}\) is set to 71 m²/m³ from Ref. [27]. Note that the ECSA decay term results in a constant increase in the activation loss across the entire current range. We denote the remaining ECSA as \(\alpha_p = A_p^\text{ref}/A_0^\text{ref}\).

The mass transfer loss \(E_{\text{mass}}\) can be modeled as:

\[ E_{\text{mass}} = \frac{\phi \cdot RT}{4 F} \ln \left( 1 - \frac{j}{j_{\text{lim}}} \right) \]

(13)

where \(\phi\) is an empirical parameter that accounts for the difference between the ideal and real fuel cell conditions where oxygen transport could be hindered by water accumulation. Parameter \(\phi\) is set to 10 and the resulting coefficient for the exponential term \(\frac{\phi \cdot RT}{4 F}\) is 0.076 V which is close to the typical value of 0.1 V in PEMFC modeling [54]. Variable \(j_{\text{lim}}\) is the limiting current density, which is related to the oxygen transfer resistance in the flow field channel \(c_o\) and the total oxygen transfer resistance \(R_{O_2,\text{total}}\) by:

\[ j_{\text{lim}} = 4F \frac{c_0}{R_{O_2,\text{total}}} \]

(14)

where \(R_{O_2,\text{total}}\) is defined by:

\[ R_{O_2,\text{total}} = R_{O_2,\text{CL}} + R_{O_2,\text{DM}} = \frac{\Delta C}{N_c} = 4F \frac{c_0 - c_i}{j} \]

(15)

where \(R_{O_2,\text{CL}}\) and \(R_{O_2,\text{DM}}\) are the transfer resistance of the catalyst layer, and diffusion media including both the micro porous layer and gas diffusion layer, respectively. Here \(c_i\) is the local molar concentration of oxygen and \(N_c\) is the oxygen flux.

The oxygen transfer resistance of the catalyst layer is directly influenced by the ECSA and [27] gives an expression based on experimental data:

\[ R_{O_2,\text{CL}} = \frac{C_4}{A_{\text{pt}}} + C_2 \]

(16)

where \(C_4\) is set to 1700 s/m and \(C_2\) is set to 5 s/m to reflect the effect of ECSA decay on transfer resistance [27].

The limiting current density after aging is given by:

\[ j_{\text{lim}} = \frac{C_4}{A_{\text{pt}}^\text{ref}} + \frac{C_2 + R_{O_2,\text{DM}}}{A_{\text{pt}}^\text{ref}} j_{\text{lim}}^\text{ref} \]

(17)

where \(j_{\text{lim}}^\text{ref}\) is the limiting current in the initial polarization curve and is set to 2.2 A/cm² based on [27]. Parameter \(R_{O_2,\text{DM}}\) is set to 210 s/m to get similar polarization curves before and after aging, as shown in Ref. [27]. Setting \(R_{O_2,\text{DM}}\) to 210 s/m is a reasonable assumption based on the relative magnitudes of \(R_{O_2,\text{CL}}\) and \(R_{O_2,\text{DM}}\) as measured in Ref. [28] which shows that \(R_{O_2,\text{CL}}\) (the pressure independent term \(R_{\text{ohm}}\) in Ref. [28]) accounts for 15% of the total resistance compared to 12% used here (29/29 + 210). It should be noted that the relative magnitude of \(R_{O_2,\text{CL}}\) will increase over time due to the effect of the ECSA loss term \(A_{\text{pt}}^\text{ref}\) in Eq. (16).

The ohmic resistance \(R_{\text{ohm}}\) also increases with time [55]. The degradation rate \(r\) per cell is set to \(2.508 \times 10^{-3}\) Ω/h which is an empirical parameter used in Ref. [33]. It is appropriate to apply the ohmic increase rate in place of the area specific resistance because the fuel cell stack studied in that paper and the one used in our bus have almost identical active areas (280 cm² vs. 285 cm²). Finally, the voltage of the fuel cell can be expressed as:

\[ V = E_{\text{act}} - \frac{RT}{\alpha n F} \ln \left( \frac{j}{j_0} \right) - \ln (\alpha_p) \]

\[ + \frac{RT}{4 F} \ln \left( 1 - \frac{j}{j_{\text{lim}}} \right) \]

(18)

The open circuit voltage \(E_{\text{act}}\) is equal to the reversible voltage minus the activation loss associated with the leakage current \(j_{\text{leak}}\). Therefore, \(j_{\text{leak}}\) does not appear explicitly in Eq. (18). The initial (beginning-of-life) polarization curve fitted to the data collected from our fuel cell bus is shown in Fig. 3 (the curve with ECSA = 1) where \(j_0\) and \(R_{\text{ohm}}\) are fit to be 0.001164 A/cm² and 0.1283 Ω cm². Note, however, that the vehicle configuration used in this study is scaled up from the UD fuel cell bus to match the performance obtained during DOEs recent American Fuel Cell Bus (AFCB) projects carried out by Sunline Transit Agency and MBTA [56] which employed a FCvelocity-HD6, 150 kW fuel cell stack (Ballard) and a Nanophosphate Li-ion, 200 kWh, 11 kW battery pack.

The simulated polarization curves for diminishing ECSAs are shown in Fig. 5a. Also shown is the peak net power of the fuel cell stack which drops steadily with diminishing ECSA.

Our criterion for end-of-life (EOL) is similar to the one used in Ref. [35], which corresponds to a 10% voltage drop for a constant current. The current used in Ref. [35] is the current density at a beginning-of-life voltage of 0.7 V. We employ a current density of 0.5 A/cm² which corresponds to
the most frequently used power range. The voltage drop is then calculated for diminishing ECSA. As shown in Fig. 3b, the voltage drop is initially linear and then accelerates after the ECSA falls below 40%. A 10% performance drop corresponds to about 15% remaining ECSA which is used to mark the EOL of the fuel cell stack in the lifetime simulations conducted in this work.

Validation

We now compare the voltage drop rate calculated from the ECSA decay model to the reported experimental data under idling conditions from Refs. [35,36] to provide validation of our approach to model degradation of the fuel cell stack. The data reported in Refs. [35,36] was collected under a controlled laboratory environment where the idling condition is defined as operating the fuel cell at 10 mA/cm² and 0.9 V. Thus, in our analysis the ECSA decay rate at 0.9 V is used to calculate the corresponding voltage drop rate based on the polarization curve. The results are shown in Fig. 4. The two reported voltage drop rates from lab test data, averaged over a period of 200 h, are 8.662 mV/h [36] (grey line) and 11.55 mV/h [35] (pink line). Our voltage drop rate calculated from the ECSA decay rate under 0.9 V potential hold and its average values throughout the lifetime of the fuel cell stack (around 1892 h) fall within the reported range. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

Lithium-ion battery degradation model based on discharged Ah throughput

Degradation of the Li-ion battery is simulated using the model from Ref. [57], which describes the instantaneous battery capacity loss rate as a function of current. The model is based on a semi-empirical experimentally-validated capacity loss model [46]:

\[
\Delta Q_b = M(c) \exp \left( \frac{E_a(c)}{RT} \right) A(c) ^z
\]

(19)

where \( \Delta Q_b \) is the percentage capacity loss, \( c \) is the charging/discharging rate (C-rate) and \( M(c) \) is the pre-exponential factor.
as a function of the C-rate. Variable \( A \) is the discharged Ah throughput depending on C-rate. The activation energy \( E_a \) and the power-law factor \( z \) are given by:

\[
E_a(c) = 31700 - 370.3c, \quad z = 0.55
\]  

(20)

Since a capacity loss of 20% is often considered the EOL for a battery in automotive applications\,[57], we assign \( \Delta Q_{cb} = 20\% \) in Eq. (19). Then the total discharged Ah throughput \( A_{total} \) and corresponding number of cycles \( N \) until EOL can be calculated as follows:

\[
A_{total}(c, T_c) = \left[ \frac{20}{M(c) \exp \left( \frac{E_a(c)}{T_C} \right)} \right] ^{j}
\]  

(21)

\[
N(c, T_c) = \frac{A_{total}(c, T_c)}{C_{bat}}
\]  

(22)

where \( C_{bat} \) is the nominal capacity of the battery in Ah. The remaining battery capacity can be calculated as:

\[
Q(t) = Q(t_0) - \int_{0}^{t} \left| I(r) \right| dr
\]  

(23)

and the battery capacity decay rate is derived by differentiating equation Eq. (23):

\[
\dot{Q}(t) = -\frac{\left| I(t) \right|}{2N(c, T_c) \cdot C_{bat}}
\]  

(24)

Solving Eq. (24) gives the battery state-of-health (SoH) decay rate as shown in Fig. 5.

**Formulation of optimal control problem**

The optimization objective is to minimize the overall lifetime cost of the hybrid system by minimizing the fuel consumption and maximizing the lifetime of the fuel cell and battery. Hence, the objective function is defined as:

\[
\min J = \int_{0}^{T} \left( c_{ch} \cdot \dot{m}_{ch} + \alpha (c_{ch} \cdot \dot{m}_{ch} + c_{ch} \cdot \dot{P}_{ch} + c_{cy} \cdot C + c_{ch} \cdot \dot{B}_{sah}) \right) dt
\]  

(25)

state : \( x_k = (\text{SoC}_k, P_k^{fc}) \)

control : \( u(k) = P_k^{fc} \)

subject to : \( P_k^{fc} \in (P_{min}, P_{max}) \)

SoC\(_{cb} \in (\text{SoC}_{min}, \text{SoC}_{max}) \)

(26)

(27)

(28)

The state variables are the current battery state-of-charge \( \text{SoC}_{cb} \), and the fuel cell power at the previous timestep \( P_k^{fc} \) which is used to constrain the fuel cell power ramp rate. The battery SoC is also constrained between predetermined limits. The control variable \( P_k^{fc} \) is directly determined by the optimal state trajectory in this formulation.

The hydrogen price \( c_{ch} \) is set to $ 2/kg based on the DOE 2020 target for the levelized cost of hydrogen using centralized water electrolysis\,[58], and \( m_{ch} \) is the hydrogen consumption rate. The fuel cell degradation cost consists of four parts whose values are determined from Eq. (7). The cost due to ECSA decay \( c_{fc} \) is determined by assuming an 85% ECSA loss at the EOL of the fuel cell stack whose replacement cost is based on the DOE 2020 target of $400/kWh\,[59]. It is then multiplied with the ECSA decay rate \( A_{fn} \) to get the decay cost under high constant potential. Costs due to the other three degradation mechanisms are calculated as discussed in Section ECSA degradation model. The cost due to the transient power load change \( c_{ch} \) is multiplied by the fuel cell power fluctuation \( P_{ch} \). The cost due to startup/shutdown cycles \( c_{cyl} \) is multiplied by the number of cycles \( C \). The cost under high fuel cell power load \( c_{ch} \) is a constant. The battery decay cost is defined as the SoH decay rate \( B_{sah} \), which is a function of C-rate, multiplied by the capital cost to replace the battery \( C_{sah} \).

Weights \( \alpha \) and \( \beta \) are cost factors to balance the relative weight of the degradation cost of the fuel cell and the battery. The relative magnitude of the degradation cost of the fuel cell and the battery is determined by the values (between 0 and 1) assigned to \( \alpha \) and \( \beta \) as demonstrated in Section Effect of including degradation on power management. The cost of the Li-ion battery is determined by assuming a total SoH loss at the EOL of the battery whose replacement cost is based on the DOE 2022 target of $125/kWh\,[60].

The optimization problem is solved using a deterministic dynamic programming algorithm (DP), whose detailed theory and implementation can be found in Ref. [61].

**Results and discussions**

Data collected from a campus drive cycle at the University of Delaware are used for all the simulations presented in this section. This drive cycle is representative of a typical urban transit loop. It consists of frequent stops and starts and low to medium average speeds on mostly flat roads. The initial and final battery SoCs are set to 0.7. The velocity profile and corresponding measured power demand are shown in Fig. 6.

In the following sections, we first investigate the effect of varying the relative weight attached to fuel cell degradation on the resulting power management strategies during the initial portion (first 100 h) of system lifetime. Next, we
examine the cost effects of fuel cell and battery degradation over the entire lifetime of the system. Finally, we present how the optimal power management strategy might shift over the lifetime of the vehicle due a change in the systems performance characteristics.

**Effect of including degradation on power management**

Here, we focus only on the effect of the fuel cell degradation cost factor $a$ (see Eq. (25)). The cost factor of the battery $b$ is set to a constant value of 1.0 considering its relatively low cost compared to the fuel cell stack. Accordingly, $a$ is set to 0.01, 0.1, and 1.0, and the resulting optimal power management strategies for the first 100 h of system lifetime are shown in Fig. 7. We consider $a = 0.01$ as the baseline case since it assigns a very small cost factor to the fuel cell degradation, which replicates a power management strategy that ignores the cost of fuel cell degradation. We set $a = 0.01$ rather than 0 for the baseline case as $a = 0$ results in an untenable power profile wherein the fuel cell experiences excessive transient power fluctuations and startup/shutdown cycles which would greatly shorten its lifetime. Setting $a$ to 0.01 can effectively eliminate such unrealistic operating scenarios. On the other hand, setting $a = 1.0$ corresponds to a power management strategy which tries to minimize the total degradation cost of the fuel cell system over its lifetime. An intermediate value of $a = 0.1$ was also selected to fully examine the cost effect of fuel cell degradation.

Figure Fig. 7 shows that the resulting fuel cell power profile for $a = 0.01$ (blue curve) is typical of a fuel cell-dominant (load-following fuel cell) vehicle with frequent power fluctuations and start/stop cycles. This type of load-following power management strategy is typically employed in the literature to study the durability of fuel cell-dominated vehicles. Increasing $a$ to 0.1 (red curve) effectively eliminates the start/stop cycles and greatly suppresses the fuel cell power fluctuations. Now, the fuel cell turns on at the beginning of the drive cycle and remains on till the very end. Further increase of $a$ to 1.0 completely eliminates the power fluctuations which means that the optimal control for this case is for the fuel cell...
to operate around its peak fuel efficiency all the time without ever changing power or shutting down.

**Effect of including degradation on system lifetime**

The results of the previous section, which pertained only to the initial portion (first 100 h) of system lifetime, are now extended for the entire lifetime (5000 h). The optimal fuel cell power profile is calculated at various time points (as shown with the markers in Fig. 8a) throughout the lifetime of the fuel cell stack. The time points are spaced more closely together during the initial phase when degradation is rapid (every 100 h apart for the first 400 h) and are then gradually spaced further apart (every 200 h up to 1000 h, every 500 h up to 3000 h, and finally every 1000 h after 3000 h). The ECSA and battery decay are calculated after each DP simulation and then applied to the corresponding periods between time points. A new polarization curve is calculated based on the remaining ECSA after each DP simulation which is used to update the performance of the degraded fuel cell stack in the next DP simulation. This approach has been verified to accurately represent the actual ECSA decay while also reducing computation time.

The simulation results for a drive cycle lasting up to 5000 h are shown in Fig. 8. As expected, the fuel cell lifetime increases dramatically with increasing \( \alpha \). The baseline power management strategy which ignores fuel cell degradation (\( \alpha = 0.01 \)) shows the fastest ECSA decay. The ECSA drops below the failure threshold of 15% in 1842 h, which is very close to the predicted lifetime of 1900 h for the #2 fuel cell bus in Ref. [36] which also operated under a rough fuel cell cycle similar to the fuel cell power profile shown in Fig. 7 (the \( \alpha = 0.01 \) case). This provides further validation of the effectiveness of the ECSA decay-based performance degradation model developed in this paper.

Increasing \( \alpha \) to 0.1 extends the lifetime by 70% over the baseline case to 3124 h. Further increase of \( \alpha \) to 1.0 achieves a lifetime of 4086 h which is more than double the baseline case and close to the DOE target of 5000 h. Interestingly, the fuel consumption is very similar across the three different cases as shown in Fig. 8c. However, it is noticeable that the fuel consumption rate starts to increase for the baseline case after 1500 h due to the extremely low ECSA which corresponds to low fuel cell performance. The battery SoH decay shown in Fig. 8b is mostly linear for each case, but the decay rates differ substantially. The SoH decay rates for the first 2000 h are \(-0.23\), \(-0.30\) and \(-0.42\) for \( \alpha = 0.01\), 0.1 and 1.0, respectively. The SoH decay is linearly extrapolated to calculate the battery degradation cost at 5000 h. The baseline case would result in a much higher final SoH close to 43%, compared to \( \alpha = 1 \) which almost results in a failed battery at 5000 h.

Finally, the average running cost for each case is shown in Fig. 8d. The baseline power management cost is $7.96 per hour of vehicle operation; increasing \( \alpha \) to 0.1 and 1.0 results in a cost reduction of 19% and 25%, respectively. It is worth noting that the fuel costs are similar for each case, and the battery cost is relatively small compared to the cost of the fuel and stack. The major cost difference arises from the degradation cost of the fuel cell stack.

**Changes in the optimal power management strategy over system lifetime**

It is reasonable to expect that the optimal power management strategy should shift as the system's performance
characteristics change due to degradation over its lifetime. The resulting optimal power profiles for the fuel cell stack at various times are shown in Fig. 9. From Fig. 8a it is apparent that the ECSA decay rate becomes less steep over time and therefore, the power management system would be expected to apply greater stress on the fuel cell stack at later times. Therefore, after 400 h, the baseline case (blue curve) shows a more aggressive fuel cell load profile with more frequent load fluctuations and start/stop cycles compared to the 100 h profile. After 3000 h, the fuel cell for the \( \alpha = 0.01 \) case (red curve) is close to its EOL. The decreasing ECSA decay rate results in a fuel cell load profile with higher power fluctuations and more start/stop cycles that is in fact quite similar to the \( \alpha = 0.01 \) case at the beginning of life (100 h). After 4000 h, the fuel cell for the \( \alpha = 1 \) case (green curve) is also close to its EOL and begins to exhibit greater power fluctuations, although still without any shutdowns.

This clearly shows that as the fuel cell stack ages and the ECSA decay rate declines, the cost factor attached to the fuel cell degradation term should decrease, and the controller should start to favor fuel consumption and battery SoH rather than fuel cell degradation. Thus, the optimal control strategy would be to operate the fuel cell at a more or less constant power level at the beginning of the life, and gradually shift to a more load-following power management strategy later in its lifetime as required for performance.

Conclusions

An electrochemical surface area (ECSA) degradation model and an empirical lifetime model of the fuel cell stack are combined to model the decay of ECSA over the lifetime of the fuel cell stack in a fuel cell/battery hybrid transit vehicle. The predicted lifetime of the fuel cell stack for the baseline case (which ignores stack degradation) shows good agreement with the lifetime reported in the literature. Next, models for the fuel cell degradation and the battery capacity decay are added to the power management formulation of the hybrid vehicle to study their effects on the optimal power management strategy and system lifetime. It is shown that assigning different cost factors to the fuel cell degradation results in dramatically different power load profiles for the fuel cell stack, which greatly affects lifetime. A smaller weight factor produces a more aggressive load-following profile for the fuel cell stack resembling a power load controller, whereas a larger weight factor results in a smoother power load profile.

The baseline case (cost factor = 0.01) results in a load profile similar to typical transient load profiles and yields a short lifespan under 2000 h. On the other hand, increasing the cost factor to 1.0 can extend the lifetime to over 4000 h, which approaches the DOE target for fuel cell lifetime. It is also shown that the battery SoH decay rate varies with different fuel cell cost factors despite its relatively small cost compared to the fuel and the fuel cell stack. The ECSA decay rate becomes less steep as the ECSA diminishes over the lifetime of the fuel cell and therefore, the control strategy can be modified over time to apply a more aggressive load on the fuel cell stack.

The conclusions drawn from this research are based on DOE’s target costs and the current degradation characteristics of the fuel cell and battery system. Future changes in the cost or degradation rate of system components might yield different results. This model can be easily adjusted to simulate new improved systems by measuring the initial ECSA and Pt dissolution rate under constant potential hold, which could yield different rates for ECSA decay and performance drop, as well as system lifetime. It should also be noted that the ECSA decay shown in all results is the normalized ECSA. Increasing the initial Pt loading and thus the actual ECSA can further prolong stack life which might actually reduce the average cost over system lifetime, despite higher initial capital cost.
an ongoing effort, we are conducting a parameter sizing study to optimize the hybrid platform that provides the least overall lifetime cost as well as the potential of real-time implementation using the models studied in this paper.
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Nomenclature

- \( \alpha \): Cost factors of degradation terms
- \( \alpha_c \): Charge transfer coefficient
- \( V_{Pt} \): Molar volume of Pt, [m\(^3\)/mol]
- \( \beta_k \): Empirical parameter in mass transfer loss
- \( \beta_i \): Transfer coefficient
- \( \Delta P \): Maximum allowable performance decay
- \( \Delta Q_b \): The percentage capacity loss of battery
- \( \gamma \): Pressure coefficient
- \( \gamma_{Pt} \): Surface tension, [N/m]
- \( B_{soh} \): Battery SoH decay rate, [1/s]
- \( m_{H_2} \): Hydrogen consumption rate, [g/s]
- \( T \): Dimensionless time
- \( \theta_{PtO} \): PtO coverage in percentage
- \( \xi \): Dimensionless radius
- \( A \): Discharged Ah throughput, [Ah]
- \( A_{pt} \): Effective catalyst surface area
- \( C \): The number of on/off cycles
- \( c \): Charging/discharging rate (C-rate)
- \( c_1 \): Local molar concentration of oxygen, [mol/m\(^3\)]
- \( C_{bat} \): The nominal capacity of the battery, [Ah]
- \( C_{bat} \): Battery replacement cost
- \( C_{fe0}, C_{fep}, C_{eyl}, C_{efh} \): Fuel cell degradation costs under different operation modes
- \( C_{H_2} \): Hydrogen price
- \( E_a \): Activation energy, [J/mol]
- \( E_r \): Standard-state reversible potential, [V]
- \( E_{act} \): Activation loss, [V]
- \( E_{mass} \): Mass transfer loss, [V]
- \( E_{ocv} \): Open circuit voltage, [V]
- \( E_{ohm} \): Ohmic loss, [V]
- \( E_{ref} \): Activation energy for O\(_2\) reduction on Pt, [J/mol]
- \( F \): Faraday constant, [C/mol]
- \( j \): Current density, [A/cm\(^2\)]
- \( j_{ref} \): Reference exchange current density, [A/cm\(^2\)]
- \( j_{lim} \): Limiting current density, [A/cm\(^2\)]
- \( k_p \): Accelerating factor for real world drive cycles
- \( k_{Pt} \): Effective bulk rate constant for Pt-O dissolution, [mol/m\(^3\)/s]
- \( M(c) \): Empirical pre-exponential factor
- \( n_t \): Number of transient load changes per hour
- \( n_s \): Number of start/stop cycles per hour
- \( n_e \): Number of electrons transferred during the reaction
- \( N_0 \): Oxygen flux, [mol/m\(^2\)/s]
- \( P \): Reactant partial pressure, [Pa]
- \( P_f \): Fuel cell performance decay rate under different operation modes
- \( Q(t) \): The remaining battery capacity
- \( R_{O_{cl}} \): Transfer resistance of the catalyst layer, [s/m]
- \( R_{O_{dm}} \): Transfer resistance of the diffusion media, [s/m]
- \( R_{O_{total}} \): Total transfer resistance, [s/m]
- \( T \): Temperature, [K]
- \( T_1 \): Fraction of the drive cycle spent in idling
- \( T_2 \): Fraction of the drive cycle spent under high power
- \( w \): Interaction energy, [kJ/mol]
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